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TEXTLESS NLP



Textless NLP
Spoken language generation

Training AI models directly from raw audio 
recordings - no text or labels

TEXTLESS NLP  |  Our research

Spoken language is the primary 
means of human communication1

Yet, internet services are text based and struggle 
to capture nuances and richness of the oral 
modality. 

Generating spoken dialogues with 
AI using our latest model2

Our agents reproduce naturalistic turn taking 
behavior including laughter and backchanneling, 
which is important for smooth human/agents 
interactions.

1. Fisher dataset
2. Nguyen et al. (2022)
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Generative 
spoken 
language 
modeling
Self-supervised learning!

TEXTLESS NLP  |  How

Encoder Decoder

Language Model
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https://www.zerospeech.com

Zero Resource Speech Challenge (ZRC) series

https://www.zerospeech.com
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Audio Representation Learning
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The encoder

Audio Representation Learning
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Encoder

ZRC  TASK 1: 
Learning representations that encode 
linguistic information, and disregard 
non linguistic ones
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The encoder

Audio Representation Learning
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Learning representations that encode 
linguistic information, and disregard 
non linguistic ones

a       b      x _
bitT1 betT1 bitT2

d(a,x) < d(b,x) ?

Evaluation: ABX discrimination



The encoder

Audio Representation Learning

TEXTLESS NLP  |  How

Encoder

ZRC  TASK 1: 
Learning representations that encode 
linguistic information, and disregard 
non linguistic ones

a       b      x _
bitT1 betT1 bitT2

d(a,x) < d(b,x) ?

Main idea: information compression

Evaluation: ABX discrimination

• Spectral information (MFCC): 
20kbit/sec

• Telephone, speech codec:  
8kbit/sec (2.5x reduction) 

• Text (phonemes): 
50bits/sec (400x reduction ! ) 



Encoder

The encoder

TEXTLESS NLP  |  How

Best models

DPGMM1

CPC3

HuBERT4

Audio Representation Learning

Wav2VEC5, etc

1. Heck et al, 2015, 2017
2. Chorowski et al. 2019
3. Van den Oord, 2018; Kharitonov et al. 2020; 
4. Hsu et al, 2021
5. Baevsky et al, 2020
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ABX=5%
(2.4σ)

ABX=20%
(2σ)

ABX-15

ABX-17

Audio Representation Learning

DPGMM

Autoencoder

CPC

Dunbar, Hamilakis, Dupoux (submitted)

Leaderboard

Dunba, Hamilakis, Dupoux (2022)
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The encoder

Acoustic Unit Discovery 
(discrete representation learning)
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Nguyen et al (2022)
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Nguyen et al (2022)

SIL



Encoder

The encoder

Acoustic Unit Discovery 
(discrete representation learning)
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kmeans

Nguyen et al (2022)

k=
50

k=
50

0



The language 
model
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[kmeans] 
Encoder

Language Model

ZRC Task 4
Learn the probabilistic 
distribution of speech

Evaluation:

spot-the-word
“blick” vs “brick”

Lexical

Syntactic accept . judgment
“they like” vs “they 
likes”

TasksLevels

Spoken Language Modeling
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Leaderboard

Spot the word Acceptability

Nguyen et al (2022)
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[kmeans] 
Encoder

Language Model

Leaderboard

Spot the word Acceptability

Nguyen et al (2022)
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Phonemes 
1hot

Phonemes 
1hot

2.3%

Spoken Language Modeling



The decoder

Discrete resynthesis
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Encoder Decoder

ZRC Task 3
Resynthetize speech 
from a discrete code

Evaluation:

● Human (MOS)

Dunbar, Hamilakis, Dupoux (2022)



The decoder

Discrete resynthesis
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Encoder Decoder

Evaluation:

● PER

Correlation between PER and MOS, R= .90-.95

ASR

k=50, 
100, 
200 
units

Lakhotia et al (2021). Generative spoken language modeling. TACL.

ZRC Task 3
Resynthetize speech 
from a discrete code
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Putting all together
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Generative 
Spoken 
Language 
Modeling

Putting all together
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Encoder Decoder

Language Model

Unconditional generation (low temperature)

Unconditional generation (high temperature)

Unconditional generation (medium temperature)

Temperature

Lakhotia et al (2021). Generative spoken language modeling. TACL.
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Decoder

Language Model

INTONATION AND RHYTHM

CONTENT AND NON-VERBALS

Encoder

Prosodic 
Generative 
Spoken 
Language 
Modeling

Expressive language modeling

Kharitonov et al (2021). Text-Free Prosody-Aware Generative Spoken Language Modeling; ACL



Conditional samples

Kharitonov et al (2021). Text-Free Prosody-Aware Generative Spoken Language Modeling. ACL More samples: https://speechbot.github.io/pgslm

https://speechbot.github.io/pgslm


Speech-to-
speech 
applications

Emotion conversion
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Decoder

Language Model

INTONATION AND RHYTHM

CONTENT AND NON-VERBALS

Encoder

Kreuk et akl (2021). 



Dialogue 
modeling
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DecoderEncoder

Language Model

DecoderEncoder
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Language Model

DecoderEncoder

Language Model

DecoderEncoder

4 second prompt with real humans Automatic continuation

Dialogue 
modeling

Nguyen et al (2022) Generative Spoken Dialogue Modeling



Noise and variability of 
real-world audio1

TEXTLESS NLP 

Meaningful segment 
discovery

Data collection & 
curation

INSERT EXAMPLE TO LISTEN 
SOMEWHERE HERE

{{
THE CAT

Challenges

1.  CHIMES5. Trmal, Vincent, Watanabe , Barker (2018), Interspeech



Noise robust 
invariant 
representations

Data filtering

Data augmentation

Source separation

TEXTLESS NLP  |  What’s hard

Encoder



Noise robust 
invariant 
representations

Speaker normalisation

Domain adaptation Encoder

TEXTLESS NLP  |  What’s hard

De Seyssel et al (2022). Interspeech



Word 
discovery

Something is wrong with frame 
based units!

TEXTLESS NLP  |  What’s hard

Nguyen et al  (2021) The Zero Resource Speech Benchmark 2021: Metrics 
and baselines for unsupervised spoken language modeling



Word 
discovery

Encoder

Lexicon

Segmentation

SSE SSE SSE SSE

ZRC Task 2
Discover spoken terms 
and segment with it
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Dunbar, Hamilakis & Dupoux (2022)



Word 
discovery

Encoder

Lexicon

Segmentation

SSE SSE SSE SSE

High coverage

Low coverage
* *

ZRC Task 2
Discover spoken terms 
and segment with it

TEXTLESS NLP  |  What’s hard

Dunbar, Hamilakis & Dupoux (2022)

https://cognitive-ml.fr/



Dataset 
collection
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tinyurl.com/3d7d9xmk

Questionnaire for the 
FISHER 2.0 dataset

We need to define a new way to collect expressive speech in a 
scalable way

LIBRI-LIGHT and VOX POPULI are large (>50k hours) but they
are not very expressive.

FISHER,  CALLHOME, and other conversational expressive and 
codatasets already exist but they are too small for current LM 
training

We propose to collect a new large (100k hours) open source 
dataset with a smartphone app, allowing different kinds of tasks
(debate, story telling, collaborative tasks, open dialogue, etc).

Comments welcome!

https://tinyurl.com/3d7d9xmk
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Why it 
matters
TEXT-BASED SERVICES

• Search
• Translate
• Question & Answer
• Recommend
• Describe

TEXTLESS NLP  |  Why

Trend of research publications on text-based NLP



Why it 
matters
SPEECH TO SPEECH SERVICES

• Search
• Translate
• Question & Answer
• Recommend
• Describe

TEXTLESS NLP  |  Why

More inclusive
Most languages have no written presence on the web.

More expressive
Intonation, rhythm, sarcasms, laughters, yawning, etc. 

More ubiquitous
Online games, local radios, podcasts, metaverse.



TEXTLESS NLP  |  Why

Related projects

Textless 
NLP

Universal Speech Translation

Speech-to-speech translation 
without text 

Low bitrate audio compression

Real-time neural codec compressing 
audio down to 3kbps (100x less than mp3!)
beating standard Opus codec at 12kpbs

Self-Supervised 
Representation Learning

Wav2vec 2.0, HuBERT

Cog/AI: Infant learning simulator

Predicting language development

FAIRACADEMIA

Datasets and Benchmark

Zero Resource Speech Challenge

Fisher 2.0
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